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Introduction

●  Active Stereo (AS) consists of a stereo pair 
of cameras that actively employs a light to 
simplify the problem

●  AS suffers from artifacts and do not provide 
dense estimates

Goal

●  Use depth completion with self-supervised 
learning to improve our depth estimates for 
robotics tasks (e.g. mapping and 
navigation)

●  Self-supervised learning leverages all 
available data without labelling

●  We leverage visual SLAM trajectory (loss) 
and keypoints (input and loss)

Method

Adapt a channel exchanging arch. as backbone to fuse multi-modal input

Novel photometric loss for active and passive frames:
Minimum only over passive losses to remove occluded regions from temporal 
losses

Datasets

As there are no available active stereo datasets 
in the community, we release:
1) RealSense dataset: with initial stereo depth 

and infrared images

2) Active TartanAir dataset: we simulate the 
projected light and predicted SGM depth

Qualitative results

Quantitative results

3D reconstructions from completed ACDC-R50

We compare ACDC-Net with state of the art methods on both 
regions w./w.o initial depth estimates in Active TartanAir 
sequences

With a combination of inputs and complementary losses 
ACDC-Net-{R18,R50} outperforms competing methods on the 
D435i sequences. We benchmark against Stereo (S) and 
Completion (C) methods w./w.o. the Active pattern (A).
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